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2 HGH LEVHDEVICE DESCRIPTION

2.1 PHYSICAL DESIGN
The physical desigor Open ROADM devices istrspecified ithe MSA. The form factor (width, depth,
shelf), power supply (AC/DC) or standards met (such as NEBS3) are up to the manufacturer or Network
operator. The MSA only covers the functional aspects, as well as optiesdperability of the single
and multiwave interface.

Since no function of a craiititerface terminal has been specified, a manual fact@setmechanism
(such as ahysical buttois desiredo get the network element back to the factory reset gtésame
state as before power was switched on the first tim@pviously, such reset mechanism needs to be
hidden and clearly labeled that no accidental reset is triggered.

2.2 FUNCTIONAL DESIGN

2.2.1 ROADM

The Open ROADM MSA defines a ROADM device capinteviofing colorless and dirgonless
add/drop functionality This means that ROADM siteanadd/drop any wavelength at any port and
connectthat wavelengthto anydirectionin a ROADMade from the local transponder The MSA does
not define implemendtion detailssuch as thewumberof degrees, forrfactor, etc. The MSdefines:

1 APIlusingNETCONIRterface with aY ANGbaseddata model that abstracts the management,
control and povisioning of multvendor ROADM devices
1 Multi-wave (MW) interface whicHefines the optical specifications for the mutave DWDM
interface between line degrees of the ROADM devices
0 The MW interface includes@E OSC that provides LEHRed topology information,
support laser safety and provide MCN/DCN retwbugh to remoe ROADM nodes.
Otherwise, there is no ROADM node to ROADM node communication and optical
equalization is handled cfiox by the controller.
1 Singlewave (Wr) interface which defines the optical specifications for the add/drop ports of the
ROADM devices
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Line degree to line degree optical specs defined in the "IMWW" tab

Line degree to drop porand add port to line degreeptical specs defined in the "MWWr" tab

Local control specs defined in the "Local Control" tab

Qupported alarms defined in the "Alarms" tab

Supported PMs defined in the "PMs" tab

Ethernet OSC opticapecs defined in the "OS0Optical Line Port" tab

Ethernet OSC functionality defined in the "OSC Overview" tab

Automatic line shutoff functionality defined in the "Laser Safety" tab

h! at FdzyOiA2yada AyOfdzZRAYy3a LINRB(G202t adlkoOol yR aL
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OTDR functionality defined in the "OTDR" tab

2The current version of the MSA specification as of the writing of this docum2afizl121a0penROADMMSA
specificationrver-2-00.xIsx



2.2.2 InLineAmplifier

The Open ROADM MSA definedmhine Amplifier (ILA) device capable amplifying the different
channels of the WDM multiplexAn ILAsite amplifies differentwavelengtts of the multiplex in bdt
directions betweer2xNdegrees.The MSA does not define implementation details such as the number
of degrees, fornfactor, etc. A logical amplifier entity can include one or several amplifiers that can be
implemented through on one or several circpéicks. The MSA defines:

1 APl using NETCONF interface with a ¥b&i8d data model that abstracts the management,
control and provisioimg of multivendorILAdevices
1 Multi-wavelLA(MWi) interface which defines the optical specifications for the mukive
interface betweeriLAs or between ILA atide degrees of the ROADM devices
0 The MW interface includes a GE OSC that provides 1da3€d topology information,
support laser safety and provide MCN/DCN retmbugh to remotelLAnodes.
Otherwise, there is ntLAnodeto ILA node or nROADM nodéo ILA node
communication Optical equalizatior{in the limit ofthe spec3is handledoff-box by the
controller by setting targetilt.
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Please refer to the Open ROADM MSA specification found at openroadm.org faA8pecifications:
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9 Optical specs defined in the "Wi(standard} tab

9 Local control specs defed in the "Local Control" tab

1 Supported alarms defined in the "Alarms" tab

1 Supported PMs defined in the "PMs" ta@1Wi columr)

1 Ethernet OSC optical specs defined in the “Op@cal Line Port" tab

9 Ethernet OSC functionality defined in the "OSC Overviefy" t

1 Automatic line shutoff functionality defined in the "Laser Safety" tab
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specs of the ROADMs.

2.2.3 Transponder

The Open ROADM MSA defines a Transponder device capable of mapping a single 100GE or OTU4 client
signal into a 10G OTU4 DWDM signal for transport across an Open ROADM infrastructure. The MSA
does not define implementation details such as the numbetlieht/line ports form-factor, etc. The

MSA (refer to openroadm.org) defines:

1 APl usindNETCONirterface with a YAN®ased data model that abstracts the management,
control and provisioning of muktiendorTranspondedevices
1 Singlewave (W) interface which defines the optical specifications forftileGband tunable
DWDM optical line interfacefahe Transponder that connects to a Wr add/drop port on the
ROADM device
0 Lineside pluggable type must be GBEQ CFPACO or CFFRCO with LC connectors
91 Client interfaces/ports must be pluggable QSFP28 with LC connectors and support:
0 100GBASER mappedrito OPU4 usin§CS codewd transparent Ethernet mapping
o OTU4
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Please refer to the Open ROADM MSA specification found at openroadm.org for the Transponder
specifications:

z
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Optical specs defined in théV Optical Spec bii |
SQupport alarms defined in teW ALM Spec (i | ©
SQupport PMs defined in théwW PM Spee (i | ©
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OAMP functions including protocol stack and spgcsiti KS dh! at t 2NJé& &
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2.2.4 Muxponder / Switch

The Open ROADM MSA defines a general OTN switching model which allows for the support of
ODUK/ODU;j level cross connects between interfaces. The BE&AOt define implementation details
such as the number of client/line ports, foffactor, etc. The MSA (refer to openroadm.org) defines:

1 APl using NETCONF interface with a YB&#8d data model that abstracts the management,
control and provisioning ahulti-vendor switch devices

1 The line side interfaces have the same specifications and requirements as those defined for a
Transponder. Singl@ave (W) interface which defines the optical specifications for the full C
band tunable DWDM optical line inteda that connects to a Wr add/drop port on the ROADM
device

0 Lineside pluggable type must be GBEO, CFPRCO or CFFRCO with LC connectors
1 Client interfaces/ports are SFP / SFP+ / QSFP28:



0 100GBASR mapped into OPU4 usiRES codewd transparentEthernet mapping,
PT=07
0 10GBASR mapped into OPU2 using GFRTUT G.7041 Clause 7.1 Ethernet MAC
Payload, PT=05
0 10GBASR mapped into OPU2 using GFRTUT G.7041 Clause 7.9 Transporting
Ethernet 10GBASE payloads with preamble transparency and aedeset information,
PT=09
0 10GBASR mapped into OPU2e using-Byinchronous mapping (CBR10G3), PT=03
0 1000BASK mapped into ODUO using TTT and GMRTIGJ709 Clause 17.7.1.1
1000BASK Transcoding, PT=07
o OTU4/3/2/2e/1
1 ODU Trail Termination Points (Ti®)epresent the HGDDUK/
ODU Connection Termination Paoints (CTP) to represe@DOk/|
1 ODU Trail Terminatiog Connection Termination Points (FCHP) to represent path terminating
CTP used to map client signals
9 Definition of cross connect restrictiossich that a single model can define the restricted case of
a muxponder to the general case of an any to any-blmeking switch through the definition of
switching pools
1 Definition of port and slot capabilities to define what interface types are suppdiyeithe
device
1 Definition of port group restrictions to define possible dependencies on how ports can be
configured

=

2.2.4.1 Termination Points
Three types of termination points are defined by the model to allow for provisioning of multiplex
hierarchy and to faciléte cross connects

1 ODUTTP; An ODU TTP is associated with the context of a HO @Qd.a PM layer terminated
ODU which faces the line side under an OTU interf&oe.example, an ODU must be
terminated in order to multiplex ODUljito it. An ODUTTP &vays has a payload type of PT
20/21/22 indicating its tributary slot size and its ability to be muxed intdtiessentially has an
MSI table which originates here.

1 ODUCTR; An ODU CTP (connection termination point) which can be part of a cross camnect
considered a LO ODUis a norterminated ODU which faces the line side under an OTUk or
ODUTTP.An ODUCTP defines the endpoints of a cross connect.

T ODUTTRCTR; An ODUTTRCTP is both terminated and cross connectéd. ODUTTRCTP is
utilizedin the context of mapping client interfaces into ODU which may then be cross
connected.

An example diagram is provided belowFigurel for context.



odu-connection

ethternetCsmacd ODU-TTP-CTP ODU-TTP otnOtu
obDu/ ODUkK/ OTUk/
ETH ODUj ODUk

Figurel - ODU Termination Points

2.2.4.2 Cross Connects

The OTN cross connect is made by an-calinection which has a sitand destif. The source
interface and destination interface are required to be@nODU interface with a function of either
ODUCTP or ODUTRCTP. Cross connects can either bditgictional or unidirectional as defined by
the direction attribute where biirectional cross connects are the defadltis mandatory for
implementatians to support bidirectional cross connects. The support for-ditectional cross connects
isoptional.

2.2.4.3 Switching Pools

There are two types of switching pools defined by the MSA;bocking and blocking. A ndrocking
switchingpooktypes implies thgresence of a single ndvlockinglist and that any porhame in a

defined portlist or any slothame in a defined pluggable optics port list may be freely cross connected
without restriction up to the interface bandwidth. An example of a fbocking appcation is

illustrated inFigure2. In this example, the device supports the provisioning of cross connects between
any of the ports illustrated. The device willlicate this through the odiswitchingpools where the

defined pool will be of a nablocking type and the nehlockinglist would have all ports, PRn, in it.

Pl « » P2
A A
v v
P3 « » Pn
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igure2 - Non Blocking Xponder

The defiition of a blocking switching pool implies there is some restriction as to what ports may be
cross connected. A blocking switchimgoltypes has more than one ndslockinglist present in its
definition. A simple example is that of a muxponder wheredlient ports may only be cross connected

to the line port. For the example of a 10x10G muxponder with an OTU4 line side interface, the device

model would indicate a blocking switchipgol-type comprised of 10 neblockinglist where each such
listhad o dzy AljdzS§ Of ASyid LERNIL | yR

(P10, P11).

10G

10G

10G

P1

P2

P10

P11

Figure3 - Simple Muxponder
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A further restriction of a muxponder may be to what trib portnmiber and trib slot a given client port
can be cross connected into the line interface. If such restrictions are present, they are indicated by the
device model as a part of the pecapabilitygrp within the mpdsclientrestriction container.

Within a gien switching pool, the device may allow for cross connects to be made between two or

more nonblockinglist. If such a capability is present, it may be constrained by the amount of bandwidth

which can be connected between such Agnckingt A & G @ siddr ®eieQanpléot a/twoard set
which provides a line side OTU4 interface and 10x10G client interfaces on each card. However, as
opposed to the simple muxponder, each card is capable ofbecking switching betweeall of its

ports to support hairgi connections. In addition, traffic can be cross connected between line and

clientside ports on each card, but up to a limit of 100G edikéctional traffic. This example is

illustrated below inFigure4.

LJ2 NJi
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Figure4 - Switching Pool with Interconnect BW

In this case, the device may present a blocking switepowttype comprised of two noiblockinglist

where each list contains all the ports on a given card. The bandwidth constraint between the two non
blockinglist is modeled by the interconnetiandwidth and interconnecbandwidthrunit. For example,

this interconnect could represent an internal ODU4 link comprised of 80 OPU4 based tributary slots. In
such a case, the total interconnelsndwidth would be represented by 80 X 1,301,683,217 bps
intercomect-bandwidthunits. The interconnedbandwidth-unit in this case is the minimum ODTUA4.ts

rate.

In a different case, the interconnebandwidth may not be quantized as in the example above. In such
a case it can be appropriate to present the intercearbw as a single unit of say 105,000,000,000

Gbps.



Switching pool BW is not modified by the device due to the provisioning of cross connects. Itis the
responsibility of the controller to maintain the usage of any interconnect bandwidth. Note that the
usage of interconnect bandwidth can be derived from cross connect provisioning information.

The device is responsible for updating switching pool information as cards are added/deleted from the
system or card provisioning updates the port information. t&vimg pools reflect the capabilities of the
device to cross connect services between the currently configured port mode of operation. For
example, the ports available may be altered through port group configuration. Switching pools reflect
the capabilityto perform cross connection between both fixed ports and pluggable optics holders. For
the case of the pluggable optics holder, the pluggable optics themselves do not need to be installed for
the switching pool to identify the capability.

2.2.4.4 Port Capabilies

Before introducing port capabilities, a quick word about how ports are referenced, as this can be

confusing. In the model, a port can be in reference to a circuit pack where the circuit pack is

represented by a pluggable optics module itself. Sucincaiit pack nominally has a single port and all

such circuit packs can have acommonpbit YS> & dzOK | 4 Wt mQ> PdcKISYy G KSNB
name. As such there are defined both fixed ports and pluggable ports in the model. A fixed portis in
reference to an interface which is a part of a circuit pack such as represented by a line module. A

pluggable port is reference to an optical module/circuit pack which might be plugged into an SFP, QSFP,

X OFr3aS 2y G(GKS fAYyS Y2RHEA 88 (i K8zplguableBDINNO@A @ 45 D1 &
In addition to ports, the model defines €pf 2 (i & @ ¢tKSAS INB Ay NBFSNByOS i
themselves. An enumeration withina-8pf 2 i RSFTAY S& Jojtics€2f BSND ® e dZORI a
often considered ports on the device and as such the port capabilities and switching pools can be in

reference to the cgslots.

Port capabilities allows the device to advertise to the controller the functionality offered by the device.
The MSA allowflexibility in the offered set of services by the device subject to the qualification of such
device by the end user.

The fundamental set of capabilities announced is provided by the list of suppoterfhce-capability.

This list identifies port coifuration options which may be used to determine a set of service types

offered by the interface. For example, aslpt representing an SFP/SFP+ cage might indicate the ability

G2 2FFSNI ASNBAOS (eLiSa NIy3IAy3I T Nggavle opticOroduie ish ¢ ! H X
installed into such a slot, that port may too have a set of capabilities that are subset of those offered by

the cpslot. For example, in the example above the pluggable optics may only indicate a capability to
provide a 1GbE sepsé type. In such a case, the-glpt capabilities remain constant while the installed
pluggable optics may filter the supported list. It is the responsibility of the controller to understand the
intersection of the capabilities to ensure the desired g&type can be offered.

Within the portcapabilitygrp, there can further exist information associated with OTN interfaces
defined by the otrcapabilitygrp, odumux-hierarhcygrp, and mpdrclient-restriction.

The otncapabilitygrp defines a set of futionalities associated with the OTN interface. Capability
information covers

9 List of supported protection types as defined in pobh-linearaps



1 Proactive delay measurement support at PM and TCM layers
1 TCM and TCM direction support
1 ODU payload support terms of PT20/21 indication

The odumux-hierarchygrp defines support for

1 Single vs mukstage multiplexing

9 Identity of LO ODU rates supported

1 Proactive delay measurement support at PM and TCM layers for LO ODU
 TCM and TCM direction support for LO ODU

The mpdeclient-restrictions identify restrictions to the general cross connect model that may be present
on tributary port number and tributary slot usage for client services being cross connected into what
would nominally be considered a network side nfisdee. The mpdclient-restrictions would be present

on the client ports being mapped into LO ODU and then cross connected to a network side interface.
Such restrictions are common to many muxponder implementations. For example, a 10x10G
muxponder may hee the restriction that client port 1 must be mapped into trib port 1, trib slo& 1

client port 2 must be into trib port 2, trib slots@c >~ S (i O X-clientrés8ictiohs Hdwi for a

common provisioning model for xponder, muxponder, and transpomg@tications. It is understood

that an existing transponder provisioning model exists from R1.x and that remains supported. The
mpdrclientNBE & G NA Ol A2y a Ay Of dzZRSX

1 Definition of the network side interface to which this LO ODU is associated

1 The tributary prt number associated with the network side interface as this LO ODU is
multiplexed into the network side HO ODUk

1 The tributary slots required to be used on the network HO ODUk

In Figureb, an example is illustrated of a circuit pack with three pluggable slots. The first slot accepts
SFP/SFP+ type pluggable optics while the second supports QSFP / QSFP28 pluggable optics. In each
case, the supportethterface-capabilties provides a list of service types supported along with the

further capabilities of that interface type.



circuit | cp- circuit- port- port-capabilities
-pack- | slot- | pack-type | name
name name

1 supported-interface-capability” = {if-och-otut, if-
1gbe}

For if-och-otu1 {if-protection-capability, tem-
direction, ho-odu-index, ... }
Forif-1gbe {client-mapping-odu-type, odtu-
type, network-ho-odu-trib-port-number, ... }

SFP-Plus 1 supported-interface-capability* = {if-och-otuf, if-

cP1 1gbe, if-och-otu2, if-10gbe}

:” I;Iiufgéa?bie? B E ‘: P Lé;z;bie; 7‘: ,- ) E'RJ;;a-b;e- ": Fpr iffoch-olu1 {!f-pmlection-capability. tem-

! CP-Slot1 4 CP-Slot2 4 CP-Slot3 ! direction, ho-odu-index, ... }

i |

I |

o

Forif-1gbe {client-mapping-odu-type, odtu-
type, network-ho-odu-trib-port-number, ... }
For if-och-otu2 {if-protection-capability, tem-
direction, ho-odu-index, ... }

Forif-10gbe {client-mapping-odu-type, odtu-
type, network-ho-odu-trib-port-number, ... }

2 QSFP-40G 2 supported-interface-capability” = {if-och-otu3, i
40gbe}

-

N For if-och-otu3 {if-protection-capability, tem-
N direction, ho-odu-index, ... }

! Forif-40gbe {client-mapping-odu-type, odtu-
“ Tx|Rx Tx|Rx AN Tx|Rx Tx|Rx ’ type, network-ho-odu-trib-port-number, ... }

e - e S - - QSFP- 2 supported-interface-capability* = {if-och-otu3, if-
100G och-otu4, if-100gbe, }

For if-och-otu3 {if-protection-capability, tcm-
direction, ho-o

pability, tem-
direction, ho-odu-index, ... }

Forif-100gbe {client-mapping-odu-type, odtu-
type, network-ho-odu-trib-port-number, ... }

Figure5 - Port Capabilities

A further example is illustrated IRigure6. This example is provided to illustrate the intended
extensibility of the model to support multiple interfaces from a single optical module as might happen
pig-tail application.
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circuit | cp- circuit- | port- port-capabilities
-pack- | slot- pack- name

name name type

1 3

QSFP- supported-interface-capability” = {if-och-otu4, if-
100G 100gbe}

For if-och-otu4 {if-protection-capability, tcm-
direction, ho-odu-index, ... }

Forif-100gbe {client-mapping-odu-type, odtu-
type, network-ho-odu-trib-port-number, ... }

QSFP- 3-1 supported-interface-capability” = {if-och-otu2, if-
4x25G 10gbe, if-25gbe}
CP1
B I_:’I_u;;g_;a_b_le_ _] :“ I_:’I_u;;g_;a_b_le_ _1: | Pluggable For if-och-otu2 {if-protection-capability, tcm-
o

direction, ho-odu-index, ... }

Forif-10gbe {client-mapping-odu-type, odtu-
type, network-ho-odu-trib-port-number, ... }
Forif-25gbe {client-mapping-odu-type, odtu-
type, network-ho-odu-trib-port-number, ... }

! I
1 |
! CP-Slot1 4 CP-Slot2 &L CP-Slot3 b
i 1
| 1

3-2 supported-interface-capability* = {if-och-otu2, if-
10gbe, if-25gbe}

e QSFP-100G QSFP-4X25G \\ 3-3 supported-interface-capability* = {if-och-otu2, if-
g \ 10gbe, if-25gbe}

[Tx|Rx| [ x| Rx] [ Tx| Rx]|| Tx|Rx] | Tx[Rx]

T e o= -=" 3-4 supported-interface-capability* = {if-och-otu2, if-
10gbe, if-25gbe}

Figure6 - Port Capabilities Multi Phy

2.2.4.5 Port Group Restrictions

The concept of port group restrictions is based on the ability of a device to offer a set of software
programmable service types on a group of interfaces. However, within that group of intetfeare

may be restrictions on what can simultaneously be provisioned. For example, consider the case of a 10G
muxponder which provides 8 x SFP based ports. It may be that these ports are software configurable to
support a range of services. For exam@l&bE or 4 x &8/STM16. The device, however, may

present restrictions on what can be configured on which interfaces at one time.

The model provides the ability of the device to document such restrictions through amanp-
restriction-grp grouping. Nominally the group models a table with a set of ports which can include a
port-list for fixed ports and a pluggabtmticsholder-list for pluggables. This group is referenced by a
port-sharingid to identify ports which have dependency on configuratamd/or bandwidth usage.
Within such a group, there is modeled a list of possjiue-config. Each entry in this list is identified by
a configid and identifies the possible service types that can be configured as indicated by the
supportedif-capabiity.

An example of port group restrictions is introducedrigure? below. In this example the group is
comprised of two sets of four interfaces where bandwidth apndfiguration is restricted between
interfaces 14 and 58. Interfaces &7 are pluggabl®pticsholder, while port 8 is fixed port residing on a
common circuit pack, CP1.
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port-sharing-id: 2

|Rx|Tx|

1
1

Pluggable i Fixed
1

Pluggable Pluggable
CP-Slot 5 CP-Slot 6 CP-Slot 7 CP-Port 8
I o e - = O O 1
I CP1 |
| Pluggable |i Pluggable | Pluggable !, Pluggable !
. CP-Slot 1 ] | CP-Slot2 ] | CP-Slot3 ] | CP-Slot4 :
: 1 ¥ 1 :
e e e — = T T T B e a
port-sharing-id: 1

Figure7 - Port Group Restriction Interfaces

Within ports 4 and 58 there is a restriction the total BW of the configured ports should not exceed
5Gbps. Within each group, interface types can be configured for GE, OC3/STM1, OC12/STM14,
0OC48/STM16, or OTUL. However, all such types cannot beeshtinfany port at any time in any
combination. The possibjeort-config identifies the supported combinations as illustrateérigures.

In the table ofFigure8, one can identify that confiigl 1 restricts the interface type of DO to only be
supported on port 1, configd 2 supports OTUL and/or OC48/STM16 on ports 1 andr8igid 3 allows

port 1 to be either OTU1 or OC48/STM16 while ports 3 and 4 can be any combination of GE, OC3/STM1,
h/ muk{¢anx SGOX



port- circuit shared- config-id | circuit-pack-
sharing- -pack- bandwidth name

] name

1 CP1
CP1
CP1
CP1

5G CP1 1 1 FC-400
CP1 1 1 OTuU1
0OC48
CP1 3 3 OTuU1
0OC48
3 CP1 1 1 OTuU1
0OC48
CP1 3 3 GE
0OC3
0OC12
CP1 4 4 GE
OC3
0OC12
4 CP1 1 1 GE
0OC3
0OC12
CP1 2 2 GE
OC3
0OC12
CP1 3 3 OTuU1
0OC48
5 CP1 1 1 GE
0OC3
0OC12
CP1 2 2 GE
OC3
0OC12
CP1 3 3 GE
0OC3
0OC12
CP1 4 4 GE
OC3
0OC12

M =

BwWMN =

Figure8 - Port Group Restrictions Definition

2.2.4.6 Mupxonder specifics

The OTN muxponder isspecial type of OTN switch with the additional constraint that the mapping
between the client side and network side is fixed. There is no flexibility in the hardware to support a
variable mapping, so a routing function in the controller would need to wstded the fixed mapping
constraint.

The muxponder is modeled as an OTN switch with additional constraints that allow only certain
mappings between the client and the network side with regards to tributary slots and tributary port
number. In addition, onlgertain client mapping into ODU payloads are permitted.
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Open ROADM supports a limited set of muxponder clients and network mappings to enable
interoperability:

1 10 x 10GE/OTUZ2 clients mapping into a 100G networkTabkel). Mapping of the 10GE into
an ODU2 and ODUZ2E are both supported.
1 8 x 1GE clients mapping into a 10G network {Eatade2)

Tablel: 10 x 10GE/OTU2 to 100G Mapping

Client Port Network ODU mapping

TPN 1, TS8&
TPN 2, TS 96
TPN 3, TS 174
TPN 4, TS 282
TPN 5, TS 3%
TPN 6, TS 448
TPN 7, TS 486
TPN 8, T57-64
TPN 9, TS 682
TPN 10, TS 7&0

O 0N OGERWNPF

=
o

Table2: 8 x 1GE to 10G Mapping

Client Port Network ODU mapping

TPN1,TS1
TPN 2, TS 2
TPN 3, TS 3
TPN4,TS 4
TPN5, TS5
TPN 6, TS 6
TPN7,TS7
TPN 8, TS 8

0N A WN P

2.2.4.6.1 Muxponder Modeling

The OTN muxponder would be modeled as an OTN switch with additional constraints to account for the

fixed mapping between the client and network side of the muxponder. This includes advertising

muxponder connectivity via the switchipgol, supporting the provisioning of explicit cross connects,
Ffft26Ay3a FT2NJ GKS 2LIA2Yy I f | ROSNIAASYSYyd 2F aFlk|S¢
ODU interface, and the capabilities advertisement specific to muxponders.

2.2.4.6.2 Switching pool advésement

The muxponder will advertise potential connectivity between the client and network side based on
switching pools similar to OTN switches. Open ROADM supports muxponders that can map between
the client and network ports, but not between the cligmrts themselves Figure9 shows an example
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muxponder that supports ten (10) 10GE pluggable client ports and one (1) 100G OTU4 network port. The
switching pool adveisement for this muxponder would be as follows:

odu-switchingpools

switchingpool-number 1
switchingpool-type blocking
non-blockinglist
{nblnumber 1
interconnectbandwidth-unit 0
interconnectbandwidth 0
port-list [{CP1, C1}, {@®WK, N}]
2
{nbl-number 2
interconnectbandwidth-unit 0
interconnectbandwidth 0
port-list [{CP2, C2}, {aWWK, N1}]
2
Xz
{nbl-number 10
interconnectbandwidth-unit 0
interconnectbandwidth 0
port-list [{CP10, C10}, {RVK, N1}]
}

The nonblocking list elements, specifically the port list, indicate that each client port and network port
are not blocked. But the interconnect bandwidth of 0 indicates that the client ports cannot be
connected to each other.



Base Circuit Pack

Ports
CP1
CP2 Muxponder
CP-NWK
CP-BASE P
CP10

Pluggable circuit-packs

Figure9: Example 10x10GE to 100G Muxponder

2.2.4.6.3 Explicit ODU cross connects

ODU services that traverse over an OTN muxponder are established with an explicit ODU cross connect
(odu-connection), even if the hardware has no ODU grooming flexibility. To suppastcross

connects, there will be ODU interfaces created on the network side and an ODU interface created on the
client side with an odiconnection(s) connecting the two interfaces.

In Open ROADM at the ODU layer, implementations are required to suppoediion oduconnection
entities. Implementations may optionally also support unidirectional-odanections.

For muxponders, implementations must support onglisectional cross connect from each client port
to the network port, and may additionally spprt the ability to provision this using two udirectional
Cross connects.



ODUIE e Bl-directional odu-cannection
10GE ODU2E

CP1 OoDuU4
oTU4
CP2 Muxponder
CP-NWK
CP-BASE
CP10

Figurel0: ODU connection

2.2.4.6.4 Advertisement of ODU capabilities based on hardware limitations

Some implementations of muxponders may only support one ORface at the physical hardware

f SGSt o . dzii G2 & dzLdaokhésTionsiitieSnodeldzil hageyfvid HNMiaterfacBsdzlient
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functionality in the hagdware.

To indicate this case to the controller, the-oam-function attribute was added to the ODU interface.
This indicates that the ODU facility cannot support OAM functions such as alarming, PM, threshold and
TCAs, provisioning of TCM, delay measurement, etc.

2.2.4.6.5 Muxponder specific capabilities announcements

The port caphilities will provide the mapping restriction between the client and network side. This
capability is advertised against the client port and provides information about how it maps to the
network side:

1 network-ho-odu-circuit-packnameand retwork-ho-odu-port-name identifies the port that
would hosts the HEDDU interface (note: the capability advertisement may exist before the HO
ODU is created)

1 odtu-type, networkho-odutrib-port-number, and networkho-odu-trib-slots: identifies the type
of HOODU as wellsaithe mapping of the LODU.

2.2.5 Pluggable Optics

The Open ROADM MSA defines the use of standazadsed pluggable optics for the Transponder device.
Client interfaces on the Transponder must use standard QSFP28 pluggable optics. Line interfaces on the
Transmnder must use standard CIERZQ CFPACO or CFPRCO pluggable optics that conform to the

W optical specification.

Otherwise, the Open ROADM MSA does not dictate nor preclude the use of pluggable optics to perform
other functions within the ROADM or Tigponder device.



2.2.6 YANG Data Model
TheYANGJata model consists of;

1 Config / Operational data definemtabase objects which can be queried by the controller.
Some database objects can be read/write (config), while others areaabd(operational).
Examples include shelf commissioning data, wavelength connections, etc.

1 Notificationsfor the purposes of reporting autonomous events to the controllEramples
include alarms, inventory changes;start, etc.

1 Remote Procedure Calls (RE@) do noteffect a change in the device configuration data, e.g.,
get-connectionport-trail, file transfers, database backup, etc.

The Open ROADMNEvViceYANG data model defines the following objeantsl RPC® abstract the
implementation of the ROADM and Transpendevice

1 Info provide general node information including node name, IP address, etc.

1 Shelvegrovide shelf information. A node can consist of one or more shelves.

9 Circuit Packs represents a physical piece of equipment whittaios a group of hardwar
functional blocks such as common equipment, cards,-pitgits and/or pluggable optics.

0 ThePortscontainerdefinesthe ports associated with a circuit pack or pluggable optics
and the associategort attributes
o Capabilities are defined for the sldig-slots) and ports to describe additional metadata
capabilities such as what interfaces can be createthe slot/port

1 Internal Linkseflect the connectivity within each circuit pack. These objects are read only and
report attributes of the circuit pack themselves.

1 Physical Linkseflect the connectivity betweeports across differentircuit pacls. The
controller pushes this data tohe device and reflects the actual inteard fiberingcabling

1 External Linlobjects are placeholders for data about the far end devigata for these objects
is pushed from the controller.

1 Degreedlefine the grouping of circuit packs that form a linegdee

1 Shared Risk Groupkefine the grouping of circuit packs that form a colorless/ directionless
add/drop bank

1 Line amplifier describes the directions of adiive amplifier node including gain and tilt control

1 Xponder defines the logical grouping afrfs that make up a transponder, muxponder,
regenerator or switchponder

1 Connection Maps wavelength agnostic and refle@sy connectivity restrictionsklocking in
the device (not wavelength contentionNote that Connection Map is used for transponder
regenerators and ROADM devices

9 ODU Switching Pools describe the connectivity associated with the ODU laydslodking as
well as blocking configurations are supported. ODU switching pools are applicable to
muxponders, regenerators and switchponders.

1 Interfacesdefines supported interface types and are associated Rah objects The following
interfaces are supported: Ethernet, MC, NMC, OCH, OTS, OMS, OTU, ODU.

1 Cross connects are supported in the form of ROADM connections (OCH/NMC layer) and ODU
comections (ODU layer).

9 Protection groups are supported for the ODU SNCP layer.



LLDP and RSTP protocols

Additional bandwidth restrictions across ports using the Port Group Restriction container

Software download and database operations

Firmware version repaing and firmware update procedures. Firmware is automatically applied

when nonservice affecting. Firmware is applied following a cold reboot when service affecting.

A manual RPC is also supported to manually apply a firmware.

Syslog support

1 Other RP@perations including: restarts, LED control, debug information retrieval (tech info),
get connection port trail to determine the route of a service through a device, disable automatic
laser shutdown, start OTDR scan, and set current date and time.

1 Wavelengh map has been obsoleted in v2 with the change to a flexgrid modeling approach for

optical channels.

= =4 =4 =4
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A device will also support the common models that would provide the following objects and RPCs:

9 Active alarm list including issuing alarm notificationssfp model)

1 Performance monitoring including both a current list and a historical list. The data tree view of
the historical PM is optional for vendors to implement. Vendors must implement the retrieval of
historical PM data via a file using the colladtoricalpm-file RPC

1 Potential TCA list provides a means to view the potential TCAs on a node and to set the
threshold levels. TCA notifications are also supported

1 Software manifest YANG module. Note that this is not intended to be implemented on the
devicebut provides the format of data that would be provided eaftband to a controller to
guide the controller on software download and database operations.

9 Other RPC operations including: clear PM register and change password

2.2.7 Open ROADM controller

The Open RADM architecture assumes the existence of an Open ROADM controller that controls the
Open ROADM devices and provides device (inventory), network and service APIs to northbound OSS
systems. The Open ROADM MSA does not specific the requirements, impldorentabperation of an
Open ROADM controller. The exception is the specification of the Open ROADM device, network and
service models that would be used at the controller level.

Some controller functions and/or procedures may be provided within this decdmThese items
should be taken as guidance or examples of a possible controller implementation to guide the
development of an Open ROADM devices.

2.3 OPENNTERFACES
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specification outlines a minimum number of parameters for framing and bit ordering to enable the
interoperability between different hardware manufacturers.
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The interoperability of different manufacturers ROADMs is guaranteed by defining the Multi
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minimum interoperability specifications with some performance matotthe ROADM (see MMMW

and MWWr tabs).

234 MWi

The interoperability of different manufacturers ILAs and ILAs to ROADMs is guaranteed by defining the
Multi2 | @St Sy 3K 2R EMS MIKISOS Liiiah OF f { LISOAFTAOFGA2Y &KSS
minimum interoperability specifications with some performance metrics of the ROADM (see MWi).

235 0OSC

The optical supervisory channel is part of the MW interoperability. The MSA has dfi6@BASEX
interoperability and a simple Ethernet wayside channel (see OSC tabs in spreadsheet). Aside from the
mandatory safety automatic power shutdown control loop (see Laser safety tab), no control loops are
running between two adjacent ROADMSs. Ahirol loops are abstracted into the centralized controller.
There are, however, a few local link control loops running on the device, such as transient. cgagrol
Local Control talfor further details

3 NODE DESCRIPT]JMSTALLATION ANSBCODVERY

3.1 HLEOPERATIONS AND STRRET

3.1.1 Localdevice file structure
The file system on th©pen ROADMevice follows a flat structure with no subdirectories. When an

2LISNF GA2y ASYSNI(GS& YdAf GALX S FTAESaz:r (KSallysg2dzZ R o
on the flat structure on the device.

The allocated space on the device shall be large enough to accommodate at least one copy of the files
required to support operations requiring files exchange with @men ROADMontroller (ex: debug,
syslogs, datbase for backup and restore, software loads for upgrade, OTDR Bisickistorical file for

15m, 24h and NA granularitiestc.)

3.1.2 SFTP specification

SFTRsused to exchange files between tlipen ROADMontroller and the devices; in such case the

deviceis the SFTP client and tkipen ROADMontrolleristhe SFTP server, in such scenario the device

g2dzft R AYAGALFIGS GKS {C¢t O2yySOUGA2Y (G2 GKS ASNBSNE
operation triggered by the device and afiletraldsle T NB Y (G KS RSGAOS g2dzZ R GNI y2



operation triggered by the device. The SFTP server port can be specified as an optional parameter in the
URL of the transfer RPC, if a port is not specified the device shall use default port 22.

3.1.3 Hile transfer @pload)
rpc: transfer

9 action: upload (from device t®@pen ROADN ontroller)
9 locakHile-path: file on the device
1 remote-file-path: URI of file on th®pen ROADNontroller including credentials

It was agreed that the operation be asynchronous with-rggpmse-status is sent when the request is
accepted

Controller Device

rpc: transfer(upload, . . .)

rpc-responsestatus

sftp: open connection

sftp: put file

File data transfef(upload)

sftp: close connection

transfer-notification : successful

3.1.4 Filetransfer (download)
rpc: transfer

9 [input] action: download (fron@pen ROADNontroller to device)
1 [input] locaHile-path: file on the device
1 [input] remote-file-path: URI of file on th®pen ROADN ontroller including credentials

It was agreed thiathe operation be asynchronous with Hpesponsestatus is sent when the request is
accepted.



Controller Device

rpc: transfer(download, . . .)

rpc-responsestatus

sftp: open connection

sftp: get file

File data transfer (download)

sftp: close connection

transfer-notification : successful

3.1.5 Retrievdfile list
rpc: showfile

1 [Input] filename: file to be listed (* is allowed as wildrd)
1 [Output] status: Successful or Failed
1 [Output] list of statusmessage, each one contaiose filename

The file list operation is only applicable to the content of the flat Open ROADM directory structure. In
terms of operations it was agreed that:

T ! afFpé¢ 2N ofly]l Ay LdziOpenR@ADMatbthuciude | f f GKS FTAf Sa
1 Only one filenamean be specified as an input

9 Partial wildcarding is not supported (ex: abc*)

1 An empty list output would be represented by a success status with no file list

The MSA members will consider enhancements in a future release to show additional file information
(ex: file size and timestamp).

Controller Device

rpc: show-file(filename)

status, list of status-message

3.1.6 Deletefile
rpc: deletefile

1 [Input] filename: name of file to delete
1 [Output] rpcresponsestatus



The file delete operation is only applicable to the content of the flat Open ROADM directory structure. In

terms of operaions it was agreed that:
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1 Only one filename can be specified as an input

Controller Device

rpc: delete-file(filename)

rpc-response-status

3.1.7 File operation notifications

Transient notifications were not fully supported in tbpen ROADM Version 1.2.1 YANG models. As a
shortterm workaround, file operatiortransientnotificationswere sent as alarms with severity set to
UAYRSGSNYAYLI GS Qdilnat kadea Drregppritihgicleamtififatiod yhike a normal

alarm. Therefore, in Open ROADM Version ltatijtional alarmswere not to be raised with the
WAYRSOSNXYAYIFIGSQ adl (dza o

This issue has been addressed in Open ROADM Versiortis release, specific notifications were
added to support transient notifications. For example, notifications were added for create tech info
complete, file transfer status, ODU SNCP protection group switch, RSTP topology, and software
download/dataty & S 2 LISNI} A2y a S@Sydao LY +*+SNRAZ2Y HX
longer be used to issue transient notifications.

3.2 DATAGCOMMUNICATIONETWORKDCN

Figure belowshows the overview of th®pen ROADNDCNarchitecture Each device acts asayér 2
bridge and runs Rapid Spanning Tree (RSTP) to provide loop free topology.
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Controllel DHCP Server

L2 DCN
OAMP .~ "~\9AMP
’’ N
RQADM 0SC ROADM 0SC ROADM
(NE1) (NE2) (NE3)
.\. 2
~ % -
OAMP "St=~.~ RSTP --—" " OAMP
XPONDER XPONDER
(NE4) (NES5)

For the ROADM NE:

A Each ROADM NE is runnind.thbridgingnode

NE1 and NE3 hav@AMPconnection to DCN while NE2 is only reachable via OSC

Single bridge with Bridgepods ! at ¥ h{/ X h{/ nHX X

RSTP is enabled @AMP and OSC potts provide loop free topology

NE1 and NE3 can be reached®iMPif RSTP has not blocked that port otherwise reachable
via OSC.

NEZ2 is reachable via OSC

QustomerL2 DCNilso participate in RSTP

1

For Transponder Node:
A Has single management pa®AMP
A Acts as a host since there is only singknagemenport.
A Does not need to participate in the RSTP exchange as the transponder node is a host

To o To To To o

Whena ROADM or transpond®&E is powered up, it rui®v4 and IPvBHCP cliestand getsan P

address from the DHCP server sitting on the same TA&IP address may be either IPv4 or IPv6
depending on theperatolQa 5/ b O 2 YhsAPAhddebsiisicdllgd emporary IP address. When
DHCP server altates temporary IP address for a NE, then Controller is notified for this new IP address
allocation. Now controller can login to this NE using temporary address and can give the permanent IP
address as per the carrier planning.

Provisioned IP address dmet NE can be IPV6 or IPV4. NE also allows to provision the default gateway.
The IP address, prefix length and default gateway should be specified in the same edit config operation.



3.3NETCONPROTOCOL
The Open ROADM network element is managed using the NNEH @©tocol [RFC 6241] aiCRport
830. The default username and password for accessing a NETCONF network element is
openroadm/openroadm.

The Open ROADM network element advertises its capabilities INETECONHello message. €Hello
messagerovidesan indication osupport for standard features defined in NETCONF RFCs as well as
support for specific namespaces.

Gonfiguration datacan be writtendirectly to the running configuration datastore written to the

candidate configuration datastore withsaibsequent commit to push the configuration to the running
datastore. The specific mechanism supported by a Network Element is advertised in the Hello message.
A vendor can support writing to the running configuration only, writing to the candidateguoation

only, or support writing to both the running and candidate configurations.

NETCONTF requires the support$abtree filtering on NETCONF messages. Network elerivBsgsT
also support XPATH filtering. An Open ROADM network element indicatesgtstsign XPATH in the
Hello message.

Operations on the network element should be idempotent when NI CONfnerge" operation is

used. If thedata in the merge operation is the same as what already existsenetwork element

(even if it specifies onlg partial set of the total attributes on the NE), the NE will accept the command
with no changes. No database change notification would be sent under this case.

3.3.1 SSHv2 support

The NETCONF protocol runs over SSHv2 for security. It is recommended thatantptens follow

RFC 6242 which is the latest specification of NETCONF over SSH. RFC 6242 provides the procedure for
interoperability with NETCON#fplementationsthat support the older NETCONF over SSH described in
RFC 4742.

Note: In RFC 4742, "]]>]]"as used as the NETCONF messafjmiter. But an issue wadentified

where this character string could appear in the NETCONF body causing parsing issues. RFC 6264
modifies the message format to support message chunks with explicit message size idgatifier
overcome this issue.

If multiple NETCONF sessions are established to a network element, those sessions should be
established over separate SSH tunnels.

The Open ROADM network element uses the password authentication method for SSH. Once
authenticated the controller will request to open a channel of type "session" and invoke the "netconf"
subsystem.

Devices may support IDLE timeout to clean up inactive sessions. In such case, keep alive messages are
required to maintain connectivityFor example, a@pen ROADM controller may send periodic retrieves
of the info containesinga ping mechanism.



3.3.2 Notification support

Open ROADM network elements must support NETCONF event notifications [RFC 5277].
Implementations may choose to output the Open ROADMfications on the optional OPENROADM
stream. If this stream is used, only Open ROADM natifications should be exposed on this stream. If the
OPENROADM stream is sopported,then implementations must output the Open ROADM

notifications on the default NEJONF stream.

Note that there is no guarantee that only Open ROADM notifications would appear aiefielt
NETCONF stream.

A controller should retrieve the list of streams supported by an Open ROADM network element. If the
NE supports the OPENROADM gtnethe controller should subscribe to that stream. Otherwise it
should subscribe to the NETCONF (default) stream.

Open ROADM devices must support the interleave option that allows both notifications and RPCs in the
same session.

3.3.3 NETCONF monitoring

Open R@GDM network elements must support NETCONF monitoring [RFC 6022] including support for
retrieving the NETCONF capabilities, datastores, schema and session information. Implementations may
support NETCONF monitoring statistics.

3.3.4 Change notifications.

The Opa ROADM YANG model supports the chamgification to identify changes on the network
element. This notification provides information about the change includingl#iteand time of the
change, who initiated the change (server or user), the datastoextat, the change operation, and the
target of the change. The target points to the element in the data model that has changed. Itis up to
the controller to retrieve that element to determine the new value.

It is recommended that in the event of a langember of changes, that the controller implement a
holdoff and a consolidation in order to reduce the number of queries made to the device. MSA
members may discuss future enhancements to include the changed data in the naotification itself to
avoid subsegent queries to the device.

3.3.5 YANG modeling
The Open ROADM data models are based on YANG v1 (RFC 6020). The support for YANG v1.1 [RFC
7950] is under consideration for future versions of Open ROADM.

3.4 OPENROADMDISCOVERY ARDMMISSIONING

The Open ROADM netrk element is provisioned through a one touch procedure to simplify the node
commissioning step.



One Touch for Network Automation

5. Initial discovery

Planning Tool Equipment
E Automation Ordering
System
3 3 Ecosystem
=== .
—
N Open ROADM i Workforce
é Controller — System
x i 2. Inventory data to assist
1. Planning in generation of BOM,
Template —c Work Order, etc.
(Commit site- — 4. DHCP IP 8 Eurmeri
specific design) (S Request & -
Response ordered.

Installation and
power-up.

of the “temporary”
7. Controller pushes NE

“planned” design from

template to finalize -
configuration of the 6. Technician correlates

NE “planned” design and
installed “temporary” NE

The steps for the commissioning include:

9 Step 1lloading the planning template into tl@pen ROADMontroller the specificmethod for
loading the templatés not standardized by Open ROADMhe planning template is not
standardized by Open ROADM but provides data to the controller on how to commission the
node using the Open ROADM device model. One possible implementation of the planning
template is a JON file containing a subset of the device model that would be needed to
configure the Open ROADM device.

1 Step 2.;The Open ROADM controlleray then generaténventoryinformationthat allows
externalordering and work force systems to automate thelering of equipment and
installation.

1 Step 3: The equipment is ordered. A field technician installs and powers the equipment.

1 Step 4: Th©Open ROADMeviceinitialization autoprovisioning and IP address request via
DHCP The DHCP server responds vaittemporary IP address.

9 Step 5: Theantroller discoverghe new IP address assignment by the DHCP server and
attempts to connectand loginto the deviceasan Open ROADM NE the device is an Open
ROADM device, then th@ugtroller discovers the Open ROADM &fatemporary NE

1 Step 6. The field technicigrovides thecorrelationbetweenthe controller discovered
temporary NE and the prmaded planning templatfOne Touch]

9 Step 7. Theantroller then pushes template corguration to the NE and rediscovers the NE
(permanent NE)
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Note: this section describes an example of a set of operations by an Open ROADM controller to
commission a node. The MSA does not specify the operations required by an Open ROADM controller.
Instead,it provides an example of how this could be done by a controller. It is possible that a controller
could implement the commissioning steps differently than specified in this section.

The states on the network element are shown below:

Factory default boot-up

}

Auto-provisioning of
communications, including at
least Degree #1 OSC

!

DHCP Address Request and
Response

}

Controller retrieves the
configuration and correlates with
pre-loaded template ,before
commissioning
(temporary NE)

}

Controller commissions the NE

3.4.1 Preplanned devicéemplate

The controller is loaded with the template for the node that is to be commissioned. The method for
loading this template (from planning tool, manually configureghdorprovided, etc.) is not described
in this document.

The template contaisthe information to provision the NBeyondthe autoprovisioning behavior. This
would include the final nodéd, permanent IP address, shelf/circpiack/port attributes, etc.

3.4.2 System Initialization and aupyovisioning
Upon systeninitialization,the Open RADM NE will default the nodiel to ¥penroadnQThe default
user account i8penroadn ¢ A (i K dgen#oada NR Q

Equipment should autoprovision to the point that communications can be established to the node,
either through the external LAN port and/dne internal OSC. Both communication paths (external LAN
and internal OSC) should be autoprovisioned as it will not be known which interface the NE will be
accessean.



Note: In general, the Open ROADM device should disableotasion with the exceptionf enabling
the OSC for remote communications (minimum would be the OSC associated with degree #1). The
reason to disable autprovisioning is to prevent an accidental or incorrect aptovisioning if the
installer slots an equipment incorrectly. Thiswd then create the entity associated with an incorrect
slot that would be difficult to remedy as it is assumed the installer will not have access to the
management interface on the Open ROADM device.

For OSC connectivity, it should be sufficient to amofsion the OSC for degree #1.

For equipmen{circuitpacks)provisioned either automatically or manually, it is expected that the ports
under the circuitpacksare autccreatedby the NEand queryable ViINETCONF

3.43 DHCP

The Open ROADM network elementializes with DHCP client enabled. The NE requests both an IPv4
and IPv6 address as it is dotownwhich protocol is in use in the carrier network. Preference is given
to IPv6. This is the mechanism to obttig initial IP address antbnnectivity tothe NE.The method

for querying both IPv4 and IPv6 (parallel/serial, interleaved, timing, etc) is device dependent.

Note: It is expectethat the operatorwill later change the DHCP address to a permanent IP address
during node commissioning so that thed@dress will be stablePlease refer to Sectiah4.7.2for
further details.

3.4.4 Controller discovery of new IP address assignment

The controller discovers tlBHCRP address assignment from the DHCP seilezoperatormay
choose to haveéhe DHCPesver coexists with the Open ROADMontroller orhave itlocated
separatdy from the controller.

The mechanism for DHCP IP address assignment discovery is outside the scope of the Open ROADM
specification.

3.4.5 Initial discovery of the network element

The controller cannot tell if a given DH@Paddress belongs to an Open ROADM network element, or
some other IP capablgevicethat supports DHCP (e.g., a laptop connected onto the DCN network).
Thus, the controller must first try to connect to this addsesing NETCONF and see if the device
supports the Open ROADM YANG models.

The controller will attempt to connect to the IP address with NETCONF over SSH using port 830. The
SSH authentication us&gpenroadntas the username an@penroadn{as the passwal. Ifthe login is
successful, the controller will retrieve the info container to obtain the network element's vendor, model
and serial number attributes.

At thistime, the node is considered to be in a temporary state.

3.4.6 Correlation of the planned tempkaand the temporary discovered node
The operator in the field connects to the controller to provide the correlation between a planned node
in the controllef i@ventory and a newly discovered temporary node.

The operator would identify the planned node ledson the site (CLLI) and neakeof the node he is
installing.



The operator would identify the temporary discovered node based orvémelor, model anderial
number of the equipment henstalled.

Note: Theoperatorneeds to work with the equipment vendabout how to identify the serial number
that will be used for correlation.

The operator would then correlate the planned node and discovered noderttinuewith the node
commissioning.

3.4.7 Node commissioning.

Once the correlation has been made, the congoiould begin to provision the network element. The
template information is pushed to the network element using the NETCONEa@diyy RPC with the
merge operation.There may be processing involved in the controller, which takes both the template
and the current state of the device as input and determines the set of operations that need to be
performed on the device.

The use of the merge operation allowse provisioning to succeed even if the entfgyg., shelf, circuit
pack, port, etc.jvas auteprovisioned due to the idempotent behavior

The controllercommissionghe network element in the following orddsased on the Open ROADM
device YANG models

Initial Info Container Validation

Set Info container including setting the permanent nedend |Paddress
Shelf

Circuitpack, including ports

Degree

SRG

ILA

Xponder

Physical Links

Interface OAMPand OSC Ethernet, OTS, OMS)
Protocol (LLDP and RSTP)

User accounts

Set date and time

=4 =4 =4 4 —a -4 -8 -8 -8 -8 -8

=

Special handling is done for the user accounts and info contamdesdbed below.

3.4.7.1 Initial Validation

tKS O2yGNREESNIgAff OIEARIGS GKS RSOAOSQA OSYR2NJ
template setting to ensure we are provisioning the correct vendor device. This is done before

configuring the devicelf the vendor and model does not match, then an error is raised and the node
commissioning stops.

3.4.7.2 NodelD, IP Address Provisioning
The firstcommissioningtep is to update the info container, including setting the nadldP address
(permanent IP addregsprefix length and optional gateway.



The syntax for the nodl:

1 length "7..20"
1 pattern "([azAZ][azAZ09-]{5,18}azAZ09])"

When the IP address is changed, this will disable DHCP and remove the temporary IP address.
Furthermore by changing the IRddress, the controller will restablish the NETCONF session towards
the permanent IP address.

After logging back into the NEye device may require a restausing the following NETCONF RPC
command:

<restart xmlns=ittp://org/openroadm/de/operations'>
<device>
<nodeid>openroadm</noddd>
</device>
<resource>
<resourceType>
<type>device</type>
</resourceType>
<option>warm</option>
</restart>

Note that the noded in the command above would be set to the actual nadief the device that is
being asked to be reset.

Following the reboot, the controller will relog back into the NE to continue node commissioning.

3.4.7.3 User account provisioning

Thecontroller will provision the user accounts to be established on the network element, including the
accounts (users) name, password and group. Currently only one group is defined called "sudo” that has
full access to the NE.

The assumption under Open ROARMhat user security roles are managed at the controller, not on the
NE.

The username is a string betweer83 characters. The first character must be a lowercase letter. The
remaining characters can be a lowercase letter or a numibee username malye treated as case
insensitive on some devices.

The password is a string betweefi 88 characters. Allowed characters in the password field include
lowercase and uppercase letters, numbers and the special charat®®:" () _+~{}[1.

The folbwing characters are not allowed in the password striing? # @ &

The default openroadm account will be deleted in a later step.


http://org/openroadm/de/operations

3.4.7.4 Date and Time setting

The controller will set the date and timgirectlyon the NE. Notethe Open ROADM MSA does not
require support forNTP or other time protocols in Open ROADM Version {mdildoes the Open
ROADM device model support provisioning of the address of time servers).

3.4.7.5 Delete default openroadm account

The controller will log off the NE under the 'openroadm'aett, and relog back into the NE using one

of the new accounts. The controller will then delete the openroadm account from the NE and close the
session.

The reason for this procedure is that you cannot delete an account while connected to the NE using tha
account.

3.4.8 Permanent Node Discovery
After allcommissioning steps ammpleted, the controller will discover the NE as a permanent NE
under a new session

At this point, the node is considered commissioned and fully discovered.

3.5 OMSLINKPLANNING ANDIS©VERY
OMS linkdatais pushed to thecontroller usinghe Open ROADM network modelThe OMS link plan
would include the near end and far end degree information on the two sides of the link.

The Open ROADMNEevicesupports the LLDP protocol over the Ethetr@SCLLDP is used to support the
discovery of the link in the network.

Two key fields are used for the link discovery in the LLDP message:

T {@ablyYS o6¢[+ ¢&L)S pady O2y il Aya (GKS b9Qa y2RS
 PortID (TLV Type 2, stipe 5 interface name or sulype 7 locdly assigned)contairsi KS b 9 Q&
OSC interface name

Open ROADM implementationsay choose to send either the siype 5 or suktype 7 PortID format.
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OpenROADMmMplementations should be able to process the receipt of either thetgpb 5 or sub
type 7 PortID.

Open ROADM device implementations should support the ability to receive and ignore other LLDP
mandatory and optional TLVs that are not directly usgddpen ROADM.

An LLDP change notification (Hdpr-info-change notification) is issued from the Open ROAI2Mce
whenever the neighbor LLDP information is changed. The controller uses this information to correlate
the OSC transmit LLDP information wiitle OSC receive LLDP information to discover the link
connectivity.

3 The Open ROADM network model resides on the Open ROADM controller (or other management system) and not
on the device.



The discovered link is compared to the planned OMSlfitikey match then the controller will measure
the spanlossand take a baseline OTDR reading of thettinkomplete the OMS link commissioning

3.6 DEVICE STATE DERINWSIAND TRANSITIONS
Three types of states are defined for OpenROADM device resoad@iistrativestate, operational
state and equipmenstate.

Administrativestate is a readvrite attribute with three enumerators (inService, outOfService and
maintenance) that is used tsupport maintenance operatiorand control alarm notifications against a
device resource. More specifically,

. ! NBaz2dz2NOS Ay daA ys@ats Mabbroddalat retfidayons dritel G A &S
resource.
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resource.

ii. ! NB&A2dzNOS A& NBIdzAi NSR (i 2-staieJor the/device'tb dcegefit Sy I y OS .
maintenance operations.é. loopback, test signal) against the resource.

iv. A device implementation shall support direct transition from one administregite¢e to
another.

v. A device implementation should not reject any edit or delete operation based on
administrativestate value bitself or its parent or children. Controller should assume the
responsibility following hierarchical rules to maintain system data structure integrity.

If there is a need for the device to prevent unintended data plane modifications (i.ecaufig iould
not disrupt data plane), a future MSA model will have to identify data plane impacting attributes from
those having no impact to data plane.

Operationalstate is a reagbnly attribute with three enumerators (inService, outOfService and
degraded)deff SR G KI & NBFf SOGa GKS FdzyOlAzylf aidlidda 27
A0F3S AYRAOIFIGSE GKS NBa2dzNOS A& Fdz f & FdzyQUAzyl f
G2 LISNF2N)XY a2YS 2N I fsepdtedalasouEairyodtOiSevicéioperatidngf ISy S
state have outstanding alarm/event notification(s) that directly relates to this status. Future MSA

release will explore mechanism to make thisca&@# F SOG NBf | GA2YyEAKALI Y2NB SEL
operationatstate value indicates a resource detected some anomaly with some of its functionality, yet
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implementation of this operational state value should have sufficient documentation and justification

for downstream users.

Equipmentstate serves as a patizrough field for lifecycle management applications. The semardics
this state and application of it is outside the scope of the device model itself.



4 DEVICE SOFTWARIRMWARE AND DATS8BA

4.1 SOFTWARE URE

4.1.1 Manifest file

See Sectiof: Appendix A: Manifest file for software download and database operations

4.2 SOFTWARE DOWNGRADE
A software downgrade isot supported inservice inOpen ROAM devices

4.3 HRMWARE UPGRADE
Firmware upgrade is supported as of Open ROADM Version 2. Firmware is associated with the circuit
packs. A device can provide information about the firmware on the circuit pack with the softvaate
version attribute and dist of either circuit pack features or components. Implementations may describe
their firmware as features, components or both.

The circuit pack features list the firmware as a series of features or capabilities that the firmware
enables. For example feature could be OTN delay measurement. The feature list provides an
indication if the feature is activated or not activated. If the feature is listed as not being activated, then
this indicates that there is new firmware available for the circuit pack.

The component list provides the capability to describe the firmware as a series of firmware versions
associated with different components on the circuit pack. This list provides the details of the current
load version and a version to apply. If trexsion to apply is different from the current version, then
this indicates that a new firmware is available for this circuit pack.

Firmware would be applied automatically to the cirepéck if the loading of the new firmware is non
service affecting. Fdirmware that is service affecting, a cold reboot or power cycle of the circuit pack
would be required to load the new firmware.

There is also a fwipdate RPC that allows the user to manually load the firmware. This command can
also be used to force #hreload of a firmware into the circugiack.

Note that during software download, implementations may not support the upgrade of firmware while
the new software is in the validation stage. In this case, firmware download would be supported after
the load § committed.

4.4 DATABASE OPERATIONS
The Open ROADM API defines operations against the database, including the ability backup a database
to an external store and restore a database from an external store. Also, change notifications are
supported against theatabase to identify configuration changes to the system.



4.4.1 database backup

Database backup operati@ailows the local device configuration data to be backup into a file and stored
in an offboard location.The procedure is to initiate a backup on the NEttwesthe database as lacal

file and then transfer the file off the NE into soragternal SFTP server

More details on the database backup operation is provided in Se@tibh

4.4.2 database restore

Database restore operation allows the service provider to restore a previously backup database. This
may be that there was a device database corruption or configuration issue, and the service provider
wants to revert to a pevious known state. The procedure is to transfer the backup database file to the
device and then initiate the restoration of the database. The NE would then load the database innot
persistent memory, reboot, and restart using the saved database.

More ddails on the database restore operation is provided in Se®idr3

4.4.3 database change notifications

Two types of change notifications are supported: database chaatifications, or configuration change
notifications, and operational change notifications. Change notifications are issued by the device as a
notification of type chang®otification.

Change notifications identify the time the change took place, whaieill the change (either the server
or the specific user including session information), the datastore that was affected (e.g., running
configuration), the operation that was done to the entity, and the target of the changed.

The details of the change itéés not provided by the changsotification. For instance, if an attribute
has changed, the notification does not indicate the new value of the attribute. The user or system would
need to retrieve the target to see the details of the change.

Change notitations are to be supported for any and all configuration data. Any time a configuration
entity is created, modified or deleted, there should be a changgfication for that entity or a parent
entity higher in the YANG data tree.

Only limited sets of ogrational data will result in change notifications. The MSA requires that the
following operational data changes result in a changéfication:

For the controller to remain in sync with the NE, there are a few critical notifications of
operational dataequired.

1 Equipment plug in/out events (to understand when new equipment is added to the system,
or removed from the systenijhis should result in a changetification indicating that
the physical inventory data has been changed (vendor, modekidgyale, product
code, manufacturdate, clei, and hardwaxersion)
1 operationaistate attribute change (to know when the operational status of an entity has
changed)
1 Capabilities change (to know when a capability announcement has been updated)
1. As a general rule for capabilities, if thbanges attached to another entity and
oncecreated with the entity never changed, then a separate notification is not



required.The changenotification for the parentor higher)entity would cover the
changenotification for the child capability
A For example:
pluggableopticsholdercapability (associated with the parentsipt)
supporteeinterfacecapability @ssociated with thearentport or circuit
pack
port power capabilitiesaEsociated with thearentport or circuitpack
port-capabilities @ssociated with the parent port or cireugick)
2. For capabilities, the key ones that require separate notifications would be ones not
attached to another entity. This includes:
A port-grouprestrictions
A connetion-map
A oduswitchingpools

Other critical operational data have specific notifications defined:
1 LLDP neighbor change notification (for transport topologg)!ldp-nbr-info-change

1 RSTP state change notification (for dataplane topoleigystptopologychangeand
rstp-new-root

4.5 SYSLOG
More detail on Syslog will be added in the next version of this Whitepaper



5 PERFORMANGAONITORINGALARMS ANDC/A

5.1 PERFORMANGAONITORING
The device modelwgports the retrieval of performance monitoring (PM) data. There are two primary lists associated withuPMntPmlist
and historicalPmlist.

5.1.1 Current PM list
The current PM list provides the PM data that is cotiyebeing collected and updated on the device. The PM is collected in 15 minute, 24 hour
and untimed (granularity = NA) bins.

An example invocation usinETCONI® retrieve thecurrent PM registersvith a 15-minute granularityis as follows

<get>
<filter>
<currentPmlist xmIns#ittp://org/openroadm/ptrn
<currentPm>
<granularity>15min</granularity>
</currentPm>
</currentPmlist>
</filter>
</get>

An example invocation using NETCONF to retrieve the current PM registtees 24hour granularity is as follows:

<get>
<filter>
<currentPmlist xmIns#ittp://org/openroadm/ptr
<currentPm>
<granularity>24Hour</granularity>
</currentPm>
</currentPmlist>
<ffilter>



http://org/openroadm/pm
http://org/openroadm/pm

</get>

5.1.2 Historical PMist
ThePM historylist contains all the binned PM values collected by the device during some time windowrimlibtervals and day intervals

An example invocation using NETCONF to retrieve the first bin from the historical PM registerdsitimate granularity is as follows:

<get>
<filter>
<historicalPmlist xmlnshttp://org/openroadm/pm">
<historicalPm>

<id/>

<resource/>

<layerRate/>

<binnedpm>

<binrnumber>1</binnumber>
</binned-pm>
<granularity>15min</granularity>
</historicalPm>
</historicalPmlist>
<ffilter>
</get>

An example invocation using NETCONF to retrieve the first bin from the historical PM registers wlithua @ranularity is as follows:

<get>
<filter>
<historicalPmliskmIns="http://org/openroadm/pm">
<historicalPm>

<id/>

<resource/>

<layerRate/>

<binnedpm>
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<binrnumber>1</binnumber>
</binned-pm>
<granularity>24Hour</granularity>
</historicalPm>
</historicalPmlist>
<ffilter>
</get>

Note: support for retrieving the historical PM list using a NETCONF get is optional for vendors to support.

5.1.2.1 Filebased historical PM retrieval
Implementations must support the ability to retrieve the PM using a file transfer mechanism.

An asynchonous RPC mechanism is defined to support the ability to retrieve the historical PM via a file generated by the device.

The collecthistoricatpm-file RPC is used to initiate the creation of the PM file. The input to the RPC indicates the start bin bimdoéide
request, along with the granularity. Note that granularity is singular so separate RPC calls would be required to obsaiminh&4hour and
untimed (notApplicable) granularities.

The response to the RPC provides the filename that wilideel to store the PM data. The NE agenerates the PM filename and it is
recommended that this filename should be a unique name for every RPC call. This command should return immediately agoan thaliPC
command and initiating the PM retrieval @file storage to avoid a timeout on the controller.

In the background, the device would collect the requested PM data and store it in the file. Upon completion of puttiatatinetide file, the
device would issue a notification indicating that the Ré! collection has been completed (historigah-collectresulsts). This notification
would indicate the success or failure of the operation, and if it failed, it would also provide an error indication ittiserstssage. The
notification will also catain the filename to allow for correlation with the RPC command.

The controller will then transfer the file from the NE using the file transfer RPC. It is the responsibility of theardntrelinove the pm file
from the device once the file transfeah completed. This will be necessary to avoid exhausting the file store limits if multiple PM files are kept
on the device.



5.1.3 PM behavior

5.1.3.1 Analog and Digital PM
PM monitor types can be classified as either analog or digital.

Analog PM are gauge or metered gyparameters that can increase or decrease during a collection cycle. These PM monitor types can have an
associated raw (instantaneous) reading as well as collect min, max and average statistics from the start of collectithre Within

An example of aanalog PM would be the optical power measurement. BmicalPowerOutput, opticalPowerOutputMin,
opticalPowerOutputMax, opticalPowerOutputAvg

Digital PM are counter type parameters that will be rtecreasing within a collection cycle.

Examples of dital PM includeCoding Violations, Errored Seconds Section, In Frame, etc

5.1.3.2 Granularity
The PM model supports three granularities:-rhfhute, 24hour and untimed (notApplicable).

Table3 shows the requirementthat implementations must meet in support of PM granularity

Table3: PM Granularity Support

Granularity Current/ Analog PM Digital M
Historical
Raw Min/Max/Ave
Untimed Current Optional Optional Mandatory
(notApplicable) Historical Not Applicable Not Applicable Not Applicable
15min Current Mandatory Mandatory Mandatory
Historical Optional Mandatory Mandatory
(snapshot at end of bin)
24Hour Current Mandatory Mandatory Mandatory
Historical Optional Mandatory Mandatory
(snapshot at end of bin)

Notes:



1. The analog raw PM would have identical values in the untimed, 15m and 24h current bins.

2. Analog raw PM was made mandatory to allow thi set of raw/min/max/ave to be retrieved together either under the 15m or
24h granularity. Otherwise the PM would have to be retrieved under both the untimed and 15m/24h granularities.

3. Other granularities (such as 1m, 1h) can be optionally supportechplementations. If supported, it is assumed that these
granularities would follow the requirements for 15m and 24h granularities.

5.1.3.3TCAs
TCAs can be set against the PM monitor types. TCAs are supported against both analog and digital PM.

Table4Table3 shows the requirements that implementations must meet in support of TCAs.

Table4: TCA Support

Granularity Current/ Analog PM Digital PM
Historical
Raw Min/Max/Ave
Untimed Current
(notApplicable)
15min Current TCAc Mandatory Mandatory
(high and low threshold
where it makes sene
24Hour Current Mandatory

For analog PM, TCAs are only supported against the analog raw PM. It is set againshthetEmularity. The TCA is a transient notification
that would be raised when the value was less than the low threshold or greater than the high tldkeghdy one transient notification for high
and low threshold crossing would be issued per 15m time period. The TCA would be issued again the subsequent 15m tinfichperalde
was above/below the high/low threshold, or again crossed the threshold.

Analog raw TCAs should be consistent with the min and max readings.inlfeaging goes belovhe low threshold or the rax reading goes
above the high threshold, then a T€Aould have been issued for the analagy PM

For digital PM, the thresholdan be independently set against the 15m or 24h granularity.

Note: It may be possible that implementations do not support TCAs for all PM monitor types. A future version of this decutdolarify
which PM monitor types must support TCAs.



5.1.3.4 Validity
Thevalidity field can take the values complete, partial and suspect.

The behavior of the validity depends on the granularity and current/historical list for analog and digital PM:

1. Analog Raw PM Untimed current, 15m current, 24h current, 15m historical add Bistorical:
1 Complete: Indicates that the current (instantaneous) or historical snapshot reading is valid.
9 Partial: Not used
1 Suspect: Indicates that the current (instantaneous) or historical snapshot reading is not valid
2. Analog Min/Max/Ave PM and DigitPMc¢ untimed current
1 Complete: Indicates that there has been no invalid reading since the PM monitor type was created or last reset
9 Partial: Not used
9 Suspect: Indicates that there has been at least one invalid reading since the PM monitor type b aréast reset.
3. Analog Min/Max/Ave PM and Digital PVL5m current and 24h current
1 Complete: Not used.
9 Partial: Indicates that PM collection is still occurring for this bin, the collection has been continuously been cofleeted si
the start of the b, and there were no invalid readings in the bin.
1 Suspect: Indicates that the PM collection started after the bin start time, the PM was reset in the current bin, or that ther
was at least one invalid reading in the bin since the start of collectiorhébin
4. Analog Min/Max/Ave PM and Digital PML5m current and 24h historical
1 Complete: Indicates that PMtas collected for the entire duration of the bin and thlaere were no invalid readings in the
bin.
9 Partial: Not used.
1 Suspect: Indicates that the Pddllectiondid not collect data for the entire duration of the bin or that thexas at least one
invalid reading in the bin since the start of collection for the bin

When data is not available to be read, whether temporary or permanent, then the validitid be shown as suspect. This could be the case
when PM is collected on remote modules and the device is unable to communicate with that module.

5.1.3.5 Other PM behavior notes
For analog raw histaral PM data, the value represents the instantaneous valubeaend of the bin.

The bin start and stop times are referenced to UTC time on the device. Note that Open ROADM only supports UTC time.









































































































































































































